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Abstract This paper presents the study and implementa-
tion of a different field-oriented control strategy using a gen-
eralized predictive control (GPC) technique applied to the
mechanic position loop aiming to obtain a system that acts in
the fractional horsepower motor driver running at near zero
frequency. The position and speed loops were identified to
verify the system behavior and, from the model found design
the GPC controller. Simulation and experimental results are
shown and discussed to demonstrate the merit of the pro-
posed approach and the performance and robustness of the
algorithms have been evaluated.

Keywords Field-oriented control · Predictive control ·
Position control · Robustness

1 Introduction

Induction machines (IM) are widely used in industry due
to simplicity, lower cost, reduced need for maintenance, and
also greater robustness if compared to other types of electrical
machines. The main difficulty of using the IM for position
control is themathematicalmodeling of the controller design.
Typically, position control of the motor shaft is performed
by employing DC motors and servomotors. In the last two
decades, advances have occurred in the study of principles
that governfield oriented control (FOC) applied to alternating
current (AC) machines. Therefore, the control of induction
machines can achieve performances similar to those of DC
motors. The machine currents and voltages using FOC allow
the direct control of the spatial orientation of electromagnetic
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fields, resulting in the use of the term “field-oriented” for this
type of controller. In this type of control, a direct analogy can
be established with the control of a DC motor with separate
excitation [1].

There are several techniques for speed control applied to
IM drives, such as the use of predictive strategies. The pre-
dictive model was employed in [2] to control both the speed
and rotor flux. Additionally, in [3] uses a strategy predictive
applied to the direct torque control (DTC) to decrease flux
and torque ripple. Technical adaptations are widely used in
[4], which uses the strategy named model reference adaptive
control (MRAC) to control speed in the IM. Besides there are
robust techniques of DTC to speed sensorless adjust using a
predictive controller in a PI structure [5].

Recently, structures mixing various types of controllers
known as hybrid controllers have been proposed by several
researchers to achieve the best performance for each strat-
egy. In [6] was used a hybrid PID controller, which has the
advantage of being easily tuned by a fuzzy controller with
the aim of improving the system robustness. In [7] was pro-
posed a new robust MRAC using a hybrid strategy, where
fuzzy logic is then used to achieve the hybridization between
sliding mode control (SMC) and a PI controller for flux and
speed control in the IM.

To control the shaft position in IMs considering that speed
is almost zero, a proper strategy is necessary, while studies
regarding this subject are rarely found in literature. A sen-
sorless control for the IM using harmonic pulse width mod-
ulation (PWM) was proposed in [8].

The strategy named internal model control (IMC) to
achieve zero speed was used in [9], while in other work was
used variable structure control (VSC) with adaptive gain in
the speed loop for the positioning of IM [10]. The fuzzy logic
to control the IM was employed in [11]. The SMC strategy
was utilized in position loop in [12]. Previous works have
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also presented a comparison between SMC and the use of
FOC applied to the speed control for the IM operating at low
speeds, presented in [13].

Therefore, this paper proposes the design of the controller
that acts on the position loop to achieve the positioning of
the IM shaft. Substituting loop speed control by the position
control strategy using GPC with RST polynomial structure
of control [14], i.e., instead of having two controllers, one
for position and one for speed, as shown in classic strategy,
there is only a block position controller.

The technology contribution of this study lies in the pos-
sible applications to robotics. When induction motors (IMs)
are used, inexpensive, rugged, and easy to maintain units can
be used in the joint degrees of freedom of the robot arm, for
example.

Themain scientific contribution consists in the study GPC
applied to position control of IM. The use of the aforemen-
tioned control techniques GPC is justified by simplicity and
ease of implementation in an embedded system. For instance,
a DSC (digital signal controller) is used in the proposed
approach.

Finally, this work presents simulations tests and experi-
mental results to demonstrate the main features of the devel-
oped system, thus validating the employedmethodology. The
paper is organized as follows. Sections 2 and 3 describes the
inductionmotor modeling and the controllers design, respec-
tively. After, in Sect. 4 a design scheme of robust GPC con-
troller is proposed. The Sect. 5 presents the discussion of both
simulation and experimental results, respectively. Finally, the
proper conclusions are given in Sect. 6.

2 Dynamic modelling of the indirect field-oriented
control of an induction machine

The block diagram of the indirect field-oriented induction
motor drive is shown in Fig. 1. The state equations of
the induction motor in the synchronously rotating reference
frame can be described by [1] as:

d

dt
[A] = [B][C] + 1

σ Ls
[D], (1)

where

[A] =

⎡
⎢⎢⎣
ids
iqs
λdr
λqr

⎤
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;

(2)

The torque is given by:

Te = 3P

4

Lm

L r
(iqsλdr − idsλqr), (3)

While expressions (4), (5), (6) give the following
parameters:

σ = 1 − Lm
2

LsL r
, (4)

λqr = Lmiqs + L ridr, (5)

λdr = Lmids + L riqr, (6)

where,

Te = Electromagnetic torque (Nm)
TL = Load torque (Nm)
Rs = Stator resistance (�)
Ls = Stator magnetizing inductance (H)
L ′
s = Stator transient inductance (H)

Rr = Rotor resistance (�)
L r = Rotor magnetizing inductance (H)
Lm = Magnetizing inductance (H)
P = Number of poles, adimensional

ωe = Electrical angular speed (rad/s)
ωr = Rotor angular speed (rad/s)
ωsl = Slip angular speed (rad/s)
vds = d-axis stator voltage (V)
vqs = q-axis stator voltage (V)
ids = d-axis stator current (A)
iqs = q-axis stator current (A)
i∗ds = d-axis stator current command (A)
i∗qs = q-axis stator current command (A)
λqr = Rotor flux align with the q-axis (Wb)
λdr = Rotor flux align with the d-axis (Wb)
σ = Magnetic coupling constant, adimensional

Accordingly, the flux linkage and its derivative in the q-
axis are set to zero as:

λqr = 0 and
dλqr
dt

= 0, (7)

In an ideal field-orientated induction motor, decoupling
between d and q-axis can be achieved, while the total rotor
flux linkage is forced to align with the d-axis. Then resulting
in (8) and (9)

vqs = (Rs + L ′
s)iqs + ωeLsids, (8)

vds = rsids − ωeL
′
siqs, (9)

where,

L ′
s = Ls − L2

m

L r
, (10)
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Fig. 1 Block diagram
representing field-oriented
induction motor drive
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The rotor flux linkage can be found from the third row in
(1) and by using (4) as:

λdr = Lmids

1 + s Lr
Rr

, (11)

According to (11), since the electrical time constant
(L r/Rr) is much smaller (near to zero) than the mechanical
one, it can be neglected. As a result, the current ids is constant
(ids = i∗ds) and the desired rotor flux will be constant either.
Thus, the Eq. (11) becomes:

λdr = Lmi
∗
ds, (12)

From (4) and (6), expression (3) is simplified to:

Te = 3P

4

L2
m

L r
i∗qs (13)

where iqs denotes the torque current command generated
from the torque controller Gc(s). When using indirect field
orientation, the slip angular speed is necessary to calculate
the unit vector for coordinate translation. By employing the
fourth row of (1) and also (4), the slip angular frequency ωsl

can be estimated as:

ωsl = LmRri∗qs
L rλdr

= Rri∗qs
L ri∗ds

(14)

The generated torque Te, rotor speedωr, and rotor angular
position θr are related by:

ωr = sθr = 1/J

s + B/J
[Te(s) − TL(s)] (15)

where B is the viscous damping coefficient, J is the inertia
constant, and TL is the load torque applied to the shaft.

3 GPC approach to model predictive control

Thepredictive control strategy requires a systemmodel under
study to compute the prediction inside the control horizons to
be used. So it is needed a preliminary study to find the model
that best suit the system. Thereby, the predictive controller
can be implemented. This section is subdivided into two sub-
sections, one relating to the system modeling and another to
the predictive control used.

3.1 System modeling

In the identification of the model system there are various
types ofmethodologies. For this process represented inFig. 1,
the structure of the FOC scheme has been changed and pre-
sented in Fig. 2. Then was performed some steps in torque
reference system being analyzed the output of rotor speed.
This behavior can be observed in Fig. 3. This data was used
to identify the model, where half of the data was used for
the identification process and the other half used for valida-
tion.

The process dynamics can be represented using the Con-
trolled Auto-Regressive and Integrated Moving Average
(CARIMA) model [14,15]:

A(q−1)y(t) = B(q−1)u(t) + C(q−1)

�
e(t), (16)
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Fig. 2 Structure used for identification

where e(t) is uncorrelated (white) noise with zero mean
value, A(q−1), B(q−1) and C(q−1) are polynomials in the
backward shift operator q−1 in the form and � = 1 − q−1:

A(q−1) = 1 + a1q
−1 + a2q

−2 + · · · + anaq
−na,

B(q−1) = b0 + b1q
−1 + b2q

−2 + · · · + bnbq
−nb,

C(q−1) = 1 + c1q
−1 + c2q

−2 + · · · + cncq
−nc.

From the data obtained in Fig. 3, the least squares method
was used [14], and considering Eq. (16) with na = 2 and
nb = 1, the following discrete transfer function relating rotor
speed output and reference torque is given by:

G(q−1) = B(q−1)

A(q−1)
= 0.00691 + 0.005857q−1

1 − 0.9775q−1 − 0.002285q−2

(17)

The polynomial C(q−1) corresponds the model noise
dynamics is modeled by a filter in following section. As the
proposed controller is in the loop position, so just add an
integrator in the system model.

3.2 Generalized predictive control

The GPC algorithm consists in applying a control sequence
that minimizes a multistage cost function of the form [15]:

J =
N2∑

j=N1

[y(t+ j |t) − ω(t + j)]2 +
Nu−1∑
j=0

λ[�u(t+ j |1)]2,

(18)

where N1 and N2 are the minimum and maximum costing
horizons, respectively, Nu is the control horizon, λ is the
control weight, ω(t + j) is a future setpoint or reference
sequence, �u(t) is the incremental control action and y(t +
j |t) is the optimum j-step ahead prediction of the system
output y(t) on data up to time t .

The solution of this optimization problem is a crucial
step in MPC (model-based control) algorithms. The numer-
ical complexity depends on the characteristics of the mod-
els in terms of linearity, constraints, number of manipulated
and controlled variables, etc. For linear models without con-
straints, theMPC optimization can be performed analytically
[16].

The future outputs can be computed using filtering tech-
niques or Diophantine equations [16] while this work uses
the second approach. To compute the future outputs y(t + j)
for j = N1, . . . , N2, the following Diophantine equation
must be solved:

Fig. 3 Input and output for
system identification
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C(q−1) = E j (q
−1)�A(q−1) + q−1Fj (q

−1), (19)

where E j (q−1) and Fj (q−1) are uniquely defined polyno-
mials with degrees j − 1 and na , respectively.

Using Eqs. (16) and (19) the future process output can be
described by:

y(t + j) = Fj (q−1)

C(q−1)
y(t) + E j (q−1)B(q−1)

C(q−1)
�u(t + j − 1)

+E j (q
−1)e(t + j). (20)

As the degree of E j (q−1) is j −1, then all the noise terms
are in the future, and therefore the optimal prediction can be
obtained replacing e(t + j) for its expected value (zero) as:

y(t+ j |t) = Fj (q−1)

C(q−1)
y(t)+ E j (q−1)B(q−1)

C(q−1)
�u(t+ j−1|t).

(21)

From Eq. (21), the past control inputs can be separated
solving a new Diophantine equation:

E j (q
−1)Bj (q

−1) = Hj (q
−1)C(q−1) + q− j I j (q

−1), (22)

where Hj (q−1) has degree j − 1 and I j (q−1) has degree
ni = max(na, nb − j − 1). Using Eqs. (21) and (22) the
prediction output can be written as:

y(t + j |t) = Fj (q−1)

C(q−1)
y(t) + I j (q−1)

C(q−1)
�u(t − 1)

+Hj (q
−1)�u(t + j − 1|t), (23)

which can be expressed in a vector form as:

y = Fj (q
−1)

y(t)

C(q−1)
+ I (q−1)

�u(t − 1)

C(q−1)
+ G�u, (24)

where

y = [y(t + N1|t) y(t + N1 + 1|t) · · · y(t + N2|t)]T ,

�u = [�u(t |t) u(t + 1|t) · · · u(t + Nu − 1|t)]T ,

andG is a N×Nu constantmatrix based on the coefficients of
Hj (q−1), while F(q−1) and I (q−1) are polynomial vectors.

From controller implementation standpoint, an analytical
solution with low computational cost is important. Thus, this
work is concerned with the investigation of a especial case
where Nu = 1, N1 = 1, N2 = N and λ = 0, which repre-
sents the best tradeoff between the computational cost and
close loop performance [17], then the optimal input is [18]:

�u(t) = (GTG)−1GT (w − f ) = k(w − f ), (25)

-+ G(s)++
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Fig. 6 Control structure proposed position using GPC

where k is a constant vector with dimension 1 × N , w is a
vector which contains the future reference and free response
given by:

f = F(q−1)
y(t)

C(q−1)
+ I (q−1)

�u(t − 1)

C(q−1)
, (26)
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Fig. 7 Simulation results for
the system model using the GPC
control strategy
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Since Nu = 1, it is important to notice that the con-
strained controller is equivalent to clipping, a case valid only
for monovariable systems [19]. The term clipping assumes
that the predictive controller does not take into account con-
straints while computing the optimal input, but only after-
wards, performing hard limitations if constraints are violated.

Through some manipulations, Eq. (25) can be written in
the RST form:

u(t) = 1

�R(q−1)
(T (q−1)r(t) − S(q−1)y(t)), (27)

where r(t) = w(t + j) is the setpoint, T (q−1) =
C(q−1)

∑N
i=1 k(i), S(q−1) = ∑N

i=1 k(i)Fi (q
−1), R(q−1)

= C(q−1) + q−1 ∑N
i=1 k(i)Ii (q

−1) . The RST structure is
important from control analysis standpoint because it can be
derived properties such as stability and robustness.

4 Robust GPC-based control (GPCBC) applied to IM
position loop

From model Eq. (16) the polynomial C(q−1) is a monic that
can be treated as a filter [16]. The selection of C(q−1) is
not a trivial matter, some guidelines for open-loop stable
processes and some case studies can be found in literature
[19]. In this study, the process is of second-order, then the
C(q−1) polynomial, it is enough to use a filter with degree
nc = 2 to attenuate the noise, considering that it is properly
tuned [16]. Thus, the proposed filter is given by:

C(q−1) = 1 + c1q
−1 + c2q

−2, (28)

where c1 and c2 are constants which must be tuned consider-
ing noise attenuation, disturbance rejection, and robustness.

Considering Eqs. (16) and (28), the control input u(t) in
Eq. (27) can be calculated explicitly by performing some
mathematical manipulation. Thus, the control polynomials

Table 1 Motor parameters

Parameters Value

Rated power 0.25HP

Rated speed 1,725 rpm

Rated voltage 220V

Rated current 1.26A

Number of poles 4

Rotor resistance (referred to the stator) 87.44�

Stator resistance 35.58�

Rotor inductance (referred to the stator) 0.16H

Stator inductance 0.16H

Mutual inductance 0.884H

Inertia moment 5 × 10−4 kgm2

Viscous friction coefficient 5.65 × 10−3 kgm2/s

R, S, and T are given by:

T (q−1) = t0 + t1q
−1 + t2q

−2, (29)

R(q−1) = 1 + r1q
−1 + r2q

−2, (30)

S(q−1) = s0 + s1q
−1 + s2q

−2, (31)

α = 1 − 1 + 2 + 3 + · · · + N

1 + 22 + 32 + · · · + N 2 . (32)

It is important to notice that polynomials R, S and T con-
tain parameter a, which on the other hand depends on N .
From Eq. (32), it can be seen that a varies from 0 to 1 when
the prediction horizon N varies from 1 to inf. Therefore, the
direct use of alpha is proposed as a tuning parameter, assum-
ing an adjustable value between 0 and 1. It makes the tuning
process more precise than the use of discrete values of the N .

The block diagramof the proposed robustGPC-based con-
trol (GPCBC) can be posed in the classical RST structure as
illustrated in Fig. 4. To understand the nominal behavior, the
transfer functions relating the reference with the output, the
input disturbance with the output, the noise with the control
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Fig. 8 Schematics of the
system Computer
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input and the noise with the output are calculated as follows:

Hyr(z) = Z

{
y(t)

r(t)

}
= T (z)G(z)

�R(z) + S(z)G(z)
, (33)

Hyq(z) = Z

{
y(t)

q(t)

}
= �R(z)G(z)

�R(z) + S(z)G(z)
, (34)

Hun(z) = Z

{
u(t)

n(t)

}
= −S(z)

�R(z) + S(z)G(z)
, (35)

Hyn(z) = Z

{
y(t)

n(t)

}
= −S(z)G(z)

�R(z) + S(z)G(z)
, (36)

where Z{.} denotes z-transform, q(t) is an input disturbance,
and n(t) is a measurement noise signal at a given discrete
instants t .

Equation (33) shows that Hyr(z) is a first order transfer
function which depends just on a. Therefore, faster or slower
setpoint responses can be achieved by decreasing or increas-
ing a, respectively. On the other hand, C(z) can be used to
change disturbance rejection response (Eq. (34)) and as a
measurement noise filter to attenuate noise effect in both
control and output signals [(Eqs. (35), (36), respectively].
Assuming that C(z) has roots with the same real part, in
manner that Eq. (28) can be rewritten as:

C(q−1) = (1 − e−σ+iβq−1)(1 − e−σ−iβq−1), (37)

where σ and β are tuning parameters, and i is the imaginary
operator.

The ratio β/σ imposes certain characteristics to the filter
C(z), and therefore, a set of filters with different ratios β/σ .
In [20] is shown that the optimal second order filter has a
damping ξ = 1/

√
2 to attenuate the noisy sensibility which

implicates in β = σ tan(π/4) = σ . Therefore, the filter has
only one tuning parameter to disturbance rejection, noisy
attenuation and robustness.

The modeling errors can be represented by G(z) =
Gn(z)(1+ δG(z)), where Gn is the nominal model. Consid-
ering an upper limit to the norm of δG(ejO) given by δG(�)

in the interval 0 = � < p.
The closed loop robust stability is reached if [21]:

δG(�) ≤ Ir(�) = |�R(z) + S(z)G(z)|
|S(z)G(z)| , (38)

Fig. 9 Experimental setup

where Ir(�) is defined as the robustness index of the con-
troller. Figure 6 shows the robustness index Ir(�) to the con-
troller for several values of σ , considering a error of 20% in
the gain and three sample delays. From Fig. 5, in low fre-
quencies, the robustness index for all evaluated values of s is
virtually the same and in the middle frequencies the robust-
ness index can be easily tuned by σ .

5 Simulation and experimental results

The structure proposedhas been seen inFig. 6. For implement
the GPC controller was used the user-specified parameters
included in the proposed method that are N2 = 30, Nu = 1
and α = 0.95. The filter polynomial used C(q−1) = 1 −
1.9q−1 + 0.9025q−2 which corresponds to a σ = 0.05.

Using (29) to (31) the parameters RST found were: s0 =
−0.605, s1 = 0.5816, s2 = 0.013, r1 = −1.848, r2 =
0.851, t0 = −4.111, t1 = 7.811, t2 = −3.71.

The proposed system was simulated considering the
analysis of the following parameters: rotor position, rotor
speed, direct-axis current (responsible for the field genera-
tion in themachine), and quadrature axis current (responsible
for the electrical torque of the machine). Based on such data,
the behavior of the rotor position reference is analyzed, cor-
responding to the 1 radian and after a perturbation to the
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Fig. 10 Experimental results for the system using the GPC control strategy

0.2 during 2.5 s, in Fig. 7. Thus, it is possible to verify
the capability of the perturbation rejection of the positioning
rotor.

For the experimental implementation of the system, a kit
consisting of a DSC from Texas Instruments TMS320F2812
wasused.Themachine is a fractional horsepower three-phase
squirrel cage IM, whose parameters are given in Table 1.

The remaining instruments areHall-effect current sensors,
the auxiliary voltage sources, a three-phase voltage inverter
module by Semikron with a switching frequency of 2.5 kHz,
a multi-turn precision potentiometer coupled to the motor
shaft, with a sampling time of 0.4 ms and for the controller
was used a sampling time of 10 ms for being a slow loop.
The schematics and experimental setup are shown in Figs. 8
and 9, respectively.

The same control techniques considered in the simulation
tests are studied. The conditions for the reference position
steps are from 6 to 1 radian after from 1 radian to 6 radians
again, each step change occurs after few seconds. Thus, it is
possible to verify the capability of accuracy and repeatability
of the positioning rotor.

Figure 10 shows the evaluation of the GPC control strate-
gies proposed. By observing the tracking position is about 0.5
seconds. Analyzing the behavior of the rotor speed there is a
small oscillation after reaches reference and during changes
reference are about 12 and −12 rad/s. The currents id in the
reference changes has peaks about 1.8 A and steady state
oscillation with peaks about 0.6 A. And the iq oscillates with
peaks of −1.5 A in steady state and peaks about 2 A in ref-
erence changes.

An assembly was performed to verify the rejection of sys-
tem disturbances implemented. Being this assembly consist-
ing of a DC motor model manufacturer PHYWE 11610.00,

Fig. 11 Mounting for load test

which has a torque of approximately, 0.2Nm. TheDCmotor
engine, which emulates the charge to disturbing the system,
is connected to the rear axle of the IM through a shaft sleeve
and is positioned by a mounting bracket for the correct align-
ment of engines for no slips axes when the drive DC motor,
as shown in Fig. 11.

Then, carrying out the same procedure of the simulation,
that is, by adding a load of 0.2 N at a given instant 18 s of the
test, testsweremade to examine the behavior of the controller
under study.
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Fig. 12 Behavior GPC controller to disturbance during the experimental test

The behavior of the controller can be seen in Fig. 12. It
is observed that the rotor speed has a small oscillation in
perturbation instant and has a value of −4.1 rad/s in steady
state. The current id and before the perturbation was about
0.62 A and after has peaks about 1.98 A and iq have peaks
of about 2.43 A and before perturbation was −2.4 A.

6 Conclusions

Controlling the position of an induction machine is partic-
ularly difficult due to existing inertia moments and low-
viscous friction coefficient, which brings complexity to the
control of rotor position. To analyze the performance of
the controllers, the stator currents can be measured, thus
representing the control system effort. The GPC strategy
was then used in the studied plant providing the expected
results, with good response to the reference and low swings
in steady state, besides presenting a good performance of
the disturbance rejection. The use of a linear model simpli-
fies the model structure and consequently the controller to
be used. The purpose of this study is to use a relatively sim-
ple controller with the strength characteristics of the predic-
tive strategy. In a previous work [22] can be seen the use
of classical models, where were shown that with the use
of PID is achieved a longer time tracking position and a
greater oscillation around the reference, as well as lower
values of peak to id and iq . Finally, such techniques can
be applied to a robotic arm, while the actuation regard-
ing of other motor and controller types is supposed to be
investigated.
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